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Abstract—The low-intrusion and automated personality assessment is receiving increasing attention in mental health and psychology
fields. This study explores an interactive approach for personality assessment, focusing on the multiplicity of personality representation.
We propose a framework of Gamified Personality Assessment through Multi-Personality Representations (Multi-PR GPA). The
framework leverages Large Language Models to empower virtual agents with different personalities. These agents elicit multifaceted
human personality representations through engaging in interactive games. Drawing upon the multi-type textual data generated
throughout the interaction, it achieves two modes of personality assessment (i.e., Direct Assessment and Questionnaire-based
Assessment) and provides interpretable insights. Grounded in the classic Big Five personality theory, we developed a prototype system
and conducted a user study to evaluate the efficacy of Multi-PR GPA. The results affirm the effectiveness of our approach in
personality assessment and demonstrate its superior performance when considering the multiplicity of personality representation.

Index Terms—LLM Agents, Gamified Personality Assessment, Big Five.

1 INTRODUCTION

ENTAL health has become a significant global is-
M sue, profoundly impacting individual well-being and
global public health systems [1]. A critical yet often over-
looked foundation for effective mental health care is the
accurate assessment of personality. Accurate personality
assessment can serve not only as a screening tool for mental
health risk [2], but also as a foundation for personalized
intervention matching [3]. However, accurately assessing
personality is nontrivial. It is inherently multi-faceted [4].
For instance, the widely adopted OCEAN model (a.k.a. the
Big Five Personality Theory) characterizes human person-
ality by five broad dimensions of traits: Openness, Consci-
entiousness, Extraversion, Agreeableness, and Neuroticism
[5]. Personality is also situation/context-dependent [4]. For
example, an individual may exhibit introverted behavior
in professional settings while acting extraverted among
close friends. Consequently, human behavior, the external
manifestation of one’s personality [6], exhibits significant
variations across different situations [7].

Researchers have made extensive efforts to evaluate per-
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sonality. Traditional questionnaire-based assessments (e.g.,
the Big Five Personality Test [8]) rely on participants’ sub-
jective reports, which may be influenced by social desir-
ability bias [9]. While projective tests (e.g., the Rorschach
test [10]) and situational assessments attempt to mitigate
such biases through indirect measurement, they largely rely
on administrators” subjective judgments [11] and thus are
limited by scarcity of expert resources [12]. Therefore, there
has been a shift towards automated, objective approaches
for psychological assessments. Several studies have utilized
machine learning-driven analysis to infer personality from
user-generated static text, such as Facebook/Twitter posts
or blogs [13], [14]. While promising, these approaches fail
to adequately capture personality traits embedded in dy-
namic social interactions. People naturally exhibit different
aspects of themselves when interacting with others who
exhibit differing personality traits, a phenomenon known
as multiplicity of personality representations [15] (see Fig.
1). Gamified assessments have emerged to address the chal-
lenge of capturing dynamic personality traits to some ex-
tent, offering opportunities to evaluate personality through
human behavior in serious games while achieving good en-
gagement and assessment effectiveness [16], [17], [18]. Nev-
ertheless, comprehensive personality assessment requires
observing individuals’ interactive behaviors across multiple
interactive contexts and interaction partners. Most existing
gamified assessments still do not adequately incorporate
multi-situational observations or leverage robust tools to
analyze complex personality-related data effectively.

The development of large language models (LLMs) of-
fers new opportunities for interactive systems. On the one
hand, LLMs can provide the analytical intelligence required
to interpret complex personality-related data. Recent stud-
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Fig. 1: A framework of gamified personality assessment through interacting with multi-personality agents. The icons above
represent multiple agents with a single personality, while the icons below represent the user’s personality representation

when interacting with these agents.

ies have shown some promising results in using LLMs to
analyze personality-related data, such as social media posts,
written text [13], [14]. However, these studies often only
consider static personality-related data and single context,
overlooking the dynamics and context-dependency of per-
sonality, which may limit the comprehensiveness and accu-
racy of personality assessments. On the other hand, LLMs
can enhance the interactive intelligence needed to create nat-
ural and believable interaction scenarios. Specifically, LLM-
powered agents can simulate diverse personalities [19], [20],
[21]. According to the Media Equation Theory [22] and
Cognitive-Affective Personality System (CAPS) [23], such
agents have the potential to naturally elicit multifaceted
personality representations from users during interaction.

Therefore, to achieve more effective personality assess-
ment, we argue that two important factors should be con-
sidered for adequately inducing personality representations:
multiplicity, which captures behavioral variations across dif-
ferent situations, and interactivity, which facilitates natural
expression of authentic behavioral patterns. This study fo-
cuses on these two key factors and proposes a novel frame-
work of Gamified Personality Assessment through Multi-
Personality-Representations (Multi-PR GPA). Multi-PR GPA
compares user response patterns across interactions with
different agents (different contexts) to mine the consistency
and differences of personality representations. Based on
Multi-PR GPA, we implemented a prototype system and
conducted a user study with 42 participants. Each user
engaged in multi-round dialogues and strategic decision-
making tasks with five distinct personality-driven agents.
We conducted comparison experiments and ablation study
to examine the effectiveness of Multi-PR GPA based on
these interaction data. Our key findings include that: (1)
assessments using multi-agent interaction data significantly
outperformed those using single-agent data across most
personality dimensions; (2) integrating multi-type textual
data (dialogue, behavior, emotion, and fine-grained traits)
improved assessment accuracy. (3) participants reported
relatively high flow experience, personal involvement and
social presence during the interactions; These results affirm
that incorporating multiplicity and interactivity leads to
more comprehensive and natural personality assessment.

In summary, the contributions of this study are:

(1) We propose a Multi-PR GPA, a novel framework that
incorporates the multiplicity of personality in assessment
for the first time.

(2) We demonstrate the instantiation of Multi-PR GPA in
an illustrative game, which includes the implementations
of four components. We evaluate it through a user study,
demonstrating the its feasibility and effectiveness.

(3) We presented comprehensive analyses and discussions
of the results, showing that multiplicity enables more com-
prehensive personality capture across contexts while inter-
activity facilitates natural personality expression. Based on
these discussions, we derive design implications for future
interactive personality assessment systems.

2 RELATED WORKS
2.1 Personality and Its Multiplicity

Personality refers to the integrated structure of psycholog-
ical and physiological systems within an individual, which
shapes and influences their patterns of behavior, thinking,
and emotional responses [24]. Current personality research
primarily focuses on constructing theoretical frameworks
that can comprehensively describe and explain personality
structure. The foundation of modern personality theory
stems from two models: Cattell’s 16-factor model (16PF)
[25] and Eysenck’s three-factor model [26]. Both models
adopt taxonomic approaches, dedicated to integrating the
numerous personality trait concepts in everyday language
into fewer but more theoretically meaningful core dimen-
sions. As research has progressed, scholars have contin-
uously advanced the systematization of personality trait
classification systems [27]. The psycholexical approach pro-
vides an important theoretical foundation for this effort,
suggesting that traits of significant importance for individ-
ual differences have already been incorporated into natural
language systems, and that the frequency of vocabulary
usage can reflect its importance as a psychological descrip-
tive tool [28]. Building on this theoretical foundation, the
Big Five personality model emerged [29]. Currently, the
Big Five is considered the most useful classification system
for personality structure [30], and has thus become the
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reference model in psychology [26]. The Big Five proposes
five dimensions: Openness, Conscientiousness, Extraver-
sion, Agreeableness, and Neuroticism [31]. To measure these
dimensions, researchers have developed various self-report
questionnaires, e.g. BFI-44 [32].

Empirical studies show that each dimension of the Big
Five Model is strongly associated with distinct behavioral
tendencies [8]. Moreover, modern research has found that
personality traits influence more than behavior. Many stud-
ies confirm strong connections between personality and
language use patterns in communication [33]. Research also
shows close relationships between personality and emo-
tional levels and responses [34]. These connections between
personality and individual differences in behavior, lan-
guage, and emotion provide a foundation for our research.
Consideration of these multi-type interactive data may help
achieve a comprehensive personality assessment.

More importantly, as aforementioned in the introduction,
personality is multi-dimensional and context-dependent.
An individual’s performance in social contexts is deter-
mined by both personal characteristics (i.e., dispositional
determinants of social behavior) and situational factors (i.e.,
situational determinants of social behavior) [5]. As a result,
an individual’s personality traits may manifest in different
cognitive, behavioral, and emotional patterns across various
contexts, reflecting their complexity and multiplicity. There-
fore, it is difficult to fully assess an individual’s personality
in a single situation. Considering the multifaceted nature of
personality expression in different situations is essential for
an accurate personality assessment. Furthermore, situations
and interactions are correlated [35]; sufficient interaction is
also essential to fully demonstrate the multifaceted repre-
sentation of personality within situations.

2.2 LLMs’ Personality

LLMs are trained on vast and diverse datasets from the
Internet [36], which contain a large number of language
expressions from individuals with different personalities.
Therefore, it is possible to explore methods of inducing spe-
cific personality traits in LLM agents. The primary methods
for inducing personality traits of LLM agents are prompt
engineering and fine-tuning. Prompt engineering involves
designing specific prompts to guide the model in exhibiting
certain personality traits. For example, Jiang et al. [19]
used prompt engineering to induce the Big Five personality
traits in ChatGPT. Huang et al. [21] demonstrated that
gpt-3.5-turbo can exhibit a variety of personality traits
under specific prompt adjustments. Serapio-Garcia et al.
[20] used language qualifiers commonly found in the Likert
scale to provide more precise control over personality levels.
Regarding fine-tuning methods, Liu et al. [37] proposed
the Dynamic Personality Generation (DPG) method. This
method combines Low-Rank Adaptation of Large Language
Models (LoRA) technology with Hypernetworks to gen-
erate adapter weights, enabling more flexible fine-tuning
of LLMs to induce specific personality traits. In summary,
prompt engineering has been widely used to guide LLMs
to exhibit personality features, while fine-tuning methods
provide more precise control. These established approaches
have demonstrated considerable effectiveness in empower-
ing LLMs to simulate diverse human personality traits.

2.3 Game-Based Assessment

Game-Based Assessment/Gamified Assessment (GBA) in-
troduces interactive game elements into the assessment pro-
cess to evaluate individuals’ competencies, skills, or knowl-
edge [38]. GBA is becoming increasingly popular because it
can enhance participants’ engagement and enjoyment [16],
[17], [18]. Specifically, GBA makes the assessment process
more natural [39], [40], and can also reduce the resistance
typically encountered when individuals engage in tradi-
tional personality assessments. In addition, GBA has also
been proven effective in many studies. In particular, Ramos-
Villagrasa et al. argued that serious games offer validity
and reliability in measuring personality traits similar to
traditional questionnaires, such as BFI-2-S [40]. Weidner et
al. demonstrated that GBA can assess personality traits, as
behavior in the game is highly correlated with personality
dimensions, such as Conscientiousness, Extraversion, Emo-
tional Stability, and Honesty-Humility [17]. Further research
by Wu et al. [18] validated the feasibility and effectiveness
of GBA in measuring the Big Five personality traits.

However, these studies also highlight the challenges of
using traditional GBA to measure the Big Five personality
traits, primarily due to the limitations of traditional machine
learning methods in handling the large and complex behav-
ioral data generated in games. For example, these methods
may struggle to capture the subtleties of traits like Con-
scientiousness, which involves multiple components such
as achievement striving, self-discipline, and caution—each
of which may manifest differently depending on the game
environment [18]. Therefore, it is necessary to adopt more
advanced Al techniques to effectively analyze the large
volume of data generated during interactions.

2.4 Al-assisted Personality Assessment

Al-assisted personality assessment has recently gained
widespread attention. Researchers have explored various
approaches to predict personality traits using different
sources of data and Al techniques.

Traditional machine learning models such as SVM and
HMM have been widely used for personality prediction
based on multimodal data. For example, Gilpin et al. [41]
used voice signals to predict the Big Five personality traits.
Kim et al. [42] combined online data (e.g., Slack chat inter-
actions) and offline data (e.g., office movement patterns) to
predict traits such as Extroversion. Berkovsky et al. [43] pro-
posed a framework that integrates eye-tracking data with
emotional stimuli to detect multiple personality traits. Al-
though these approaches have made progress in exploring
personality prediction methods through multimodal data
integration with classic machine learning models, they still
face validity challenges due to the inherent limitations of
classic machine learning algorithms in processing complex
data. These challenges could be addressed by more power-
ful models like LLMs.

Recently, some initial studies have leveraged LLMs
to decode personality traits from various forms of user-
generated text [13], [44], [45]. However, these studies face
two main issues: (1) insufficiently structured prompts, lead-
ing to underutilization of LLMs’ reasoning capabilities;
(2) lack of integration of relevant personality assessment
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knowledge, which often focuses too much on the techni-
cal aspects and neglects the theoretical foundations. Other
studies have attempted to extract useful knowledge from
LLMs to improve the personality assessment capabilities of
smaller models [46]. Yang et al. [47] combined Chain of
Thought (CoT) with traditional personality questionnaires
and surpassed fine-tuning approaches to predict person-
ality traits. However, relying on explicit questions from
psychological questionnaires to infer personality may over-
look many implicit features. For the first time, Li et al.
[48] proposed a method based on the Retrieval-augmented
generation (RAG) framework to incorporate psychological
knowledge of emotion regulation into LLM-based person-
ality assessment, which improved prediction accuracy. Rao
et al. [49] developed a LLM-based personality assessment
method by constructing unbiased prompts to mitigate bias
issues. However, their study primarily focused on effec-
tively assessing the personality of specific group entities
(e.g., doctors, teachers) rather than general individuals. Lee
et al. [50] developed the ChatFive system by using LLM-
supported personalized dialogue to assess the Big Five
personality traits, significantly enhancing user engagement
and experience, but demonstrated insufficient predictive
capability for the Neuroticism trait. PsychoGAT [51] trans-
forms traditional self-report questionnaires into story-based
scales, assessing personality based on users’ item choices,
addressing participant resistance in psychological tests.

In general, significant progress has been made in Al-
assisted personality assessment. However, these methods
also face challenges, such as insufficient interactivity within
assessment frameworks and the lack of consideration for
situational diversity. Most assessments are based only on
static text (e.g., blogs), lacking the multi-type textual data
generated from interactions. Given the advantages of LLMs
in natural language processing, multi-modal data integra-
tion, and complex data handling, this study considers them
as potential tools to address these challenges.

3 FRAMEWORK DESIGN

Based on previous theory and empirical results on person-
ality, multiplicity and interactivity are two key factors for
inducing adequate personality representations. This guides
us to propose a novel framework of Gamified Personal-
ity Assessment through Multi-Personality-Representations
(Multi-PR GPA) (shown in Fig. 2). It contains four compo-
nents: Gamified Interaction, LLM Agents with Controlled
Personality, Multi-type Game Data Perception, and Per-
sonality Assessment. By integrating these components, the
framework is able to comprehensively assess multiple di-
mensions of users’ personalities in natural interactive sce-
narios. The Big Five model serves as a reference model in
psychology [26], with extensive validation across different
cultural contexts [52]. Therefore, we take the Big Five model
as a use case to explain this framework.

3.1 Gamified Interaction

According to Media Equation Theory, people unconsciously
apply social interaction rules when interacting with comput-
ers, treating computers as entities with social attributes [22].
Based on this foundation, we think that an ideal gaming

4

environment should possess two core factors: (1) support
for smooth and natural interaction, ensuring users can
naturally express their thoughts and emotions; (2) the
ability to effectively stimulate users’ social behaviors and
psychological reasoning processes, enabling their authen-
tic personality traits to express through the forms such as
linguistic expressions and decision-making behaviors.

Guided by these two design factors, we adopted a gam-
ified approach (as shown in the orange block of Fig. 2). In
our design, through interacting with the agent in the game
scenario, the user can express their real personality traits
in a natural way, which may enhance the user experience
and reduce the social desirability bias. The user’s behaviors,
language, and decision-making information can be fully
induced and collected during the natural interaction, pro-
viding rich sources for personality assessment.

3.2 LLM Agents with Controlled Personality

When individuals face different scenarios/contexts, their
personality presentations may also be different [53]. To
understand human personality, it is important to collect rele-
vant information across various contexts, such as interacting
with people with different personalities. As aforementioned
in section 2.2, research on LLMs has made significant
progress in simulating specific personalities. Therefore, we
first use personality prompts to make a specific personality
dimension dominant in the LLM Agent (as shown in the
pink blocks of Fig. 2). Furthermore, to fully trigger human
social responses, interactive agents should be more human-
like [22], [54]. To achieve this, we approach the design from a
human cognition perspective [55] and have developed four
sub-modules which enhance the agent’s ability to maintain
and express its assigned personality in interactions:

Memory submodule records game outcomes and
personality-relevant interaction patterns, enabling the agent
to maintain personality consistency across multiple rounds.

Reflection submodule evaluates past interactions based
on assigned personality traits. This allows an agreeable
agent to reflect differently on a user’s defection (empha-
sizing relationship repair) compared to a neurotic agent
(focusing on anticipated negative outcomes).

Reasoning submodule applies personality-specific de-
cision processes. For example, openness-dominant agents
consider creative possibilities, but conscientious agents me-
thodically weigh options against rules and patterns.

Planning submodule generates strategies that consis-
tently reflect the agent’s personality profile. For example,
extraversion-dominant agents prioritize engaging interac-
tion over purely strategic outcomes, while neurotic agents
might develop more cautious, risk-averse approaches.

Through this design, each agent maintains a coherent
personality throughout the interaction, creating distinct sit-
uational contexts that effectively elicit the user’s varied
personality presentations.

3.3 Multi-Type Game Perception

To comprehensively assess personality, it is necessary to
fully use the information generated during the game’s inter-
action. Therefore, in the Multi-Type Game Perception mod-
ule (as shown in the blue block of Fig. 2), we proposed four
types of textual data related to personality representation:
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Text: The natural dialogue between the user and agent,
which captures direct expressions of thoughts and feelings.

Behavior: The actions taken by the user, revealing strate-
gic thinking patterns and behavioral tendencies.

Emotion: The emotion label extracted from the dialogue.

Fine-grained personality traits: Fine-grained personal-
ity characteristics extracted from fragmented interactions.

The text and behavior data provide the foundational
information from which the agent engages in the game
and makes decisions. The LLMs struggle to pay attention
to detailed information which reflects subtle personality
characteristics in extended interactions. Therefore, we ex-
tracted emotion and fine-grained personality traits represent
higher-level information from the basic data. By integrating
all four types of data, we can create a comprehensive repre-
sentation of the user’s personality.

3.4 Personality Assessment

The Multi-Type Game Perception module provides a rich
data source related to personality representation. To inte-
grate these multi-type textual data into LLMs for personality
assessment, we designed the workflow of the Personality
Assessment (shown in the green block of Fig. 2).

In the personality assessment module, we incorporated
expert psychological knowledge related to personality the-
ory and CoT into LLMs to enhance the effectiveness of as-
sessment. With theoretically-informed structured prompts,
CoT allows the LLMs to conduct deeper analysis by first
identifying personality-relevant behaviors in each interac-
tion context, then systematically comparing patterns across
multiple interaction records. This method facilitates more
precise assessments by mitigating the influence of situa-
tional biases that typically affect single-context evaluations.
Finally, the LLM provides detailed and interpretable analy-
ses that not only clarify the scores and underlying rationale,
but also improve the transparency of the assessment results.

4 |IMPLEMENTATION

Based on the Multi-PR GPA framework, we implemented
a prototype system consists of corresponding four modules
(see Fig. 3): Implementation of Gamified Environment, LLM
Agents, Multi-type Perception, and Personality Assessment.

4.1 Implementation of Gamified Environment

As aforementioned in Section 3.1, fluent and natural inter-
action is crucial for achieving accurate personality repre-
sentation. Furthermore, both supporting natural interaction
and effectively stimulating users’ social behaviors and psy-
chological reasoning processes are essential prerequisites for
creating an ideal environment for personality assessment.

Strategic text-based games relatively meet the above
requirements, such as the Prisoner’s Dilemma, Werewolf.
These games use linguistic interaction as their primary
medium, can effectively capture users’ expression patterns,
decision-making logic, and emotional responses, providing
rich data sources for personality assessment. Compared to
other games, the Prisoner’s Dilemma has the most solid
empirical foundation in psychology [56], [57]. Therefore,
based on the Prisoner’s Dilemma, we implemented a pro-
totype system where users interact with LLM-driven agents
in a multi-round game. The system can be easily deployed
across different typical interaction environments, such as
Personal Computer (PC) and Cave Automatic Virtual En-
vironment (CAVE) [58] (shown in Fig. 4).

4.1.1 Storyline and Game Rules

Prior research has shown that incorporating storylines can
enhance immersion and engagement [59]. Based on this,
we designed a storyline to encourage participants to ex-
press their authentic selves during the game (see Appendix
A.1). Notably, our storyline was not result-oriented (e.g.,
emphasizing score incentives or win-loss outcomes), but
was designed to encourage users to fully express their true
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thoughts and behaviors. We minimized the focus on game
mechanics to avoid interference with personality assessment
[60]. Similarly, we applied this principle to the game UI by
hiding scores and the number of game rounds.

Clear game rules are also essential to ensure that both
players and agents can fully engage in the game. Specifi-
cally, the game rules we established are consistent with the
classic Prisoner’s Dilemma paradigm, where players can
choose to cooperate or defect—cooperation benefits both
sides, but defection may yield a greater advantage for one
player (see Appendix A.2). Building on the traditional game
mechanism, we introduced a natural dialogue exchange
phase before the participants made their cooperation or de-
fection decisions. This addition aims to enhance interaction
between the user and the agent, thereby simulating a more
realistic interpersonal social scenario.

4.1.2 User Interaction

Fig. 4c shows the GUI for the user-agent interaction. At the
bottom of the interface, several operation buttons are pro-
vided, including "Send,” “End,” “Cooperate,” and “Defect.”
Users can click the corresponding buttons to control the
progress and select decisions. Moreover, users can interact
with the agent using natural language. The system converts
the user’s voice into text and sends it to the agent.

4.1.3 Implementation Tools

The prototype system was implemented with Unity 3D and
the OpenAl APIL. The GUI was developed using Unity 3D
(Unity 2021.3.12). For speech-to-text conversion, we utilized
OpenAl's Whisper (Whisper), and text-to-speech conver-
sion was handled by the OpenAl TTS model (tts-1). All
tasks requiring the use of an LLM were performed using
the gpt-40-0806 model. This model was selected for its
ability to handle complex reasoning and maintain consis-
tent responses during multi-round interactions. We set the
temperature to 0 to ensure reproducibility of our results.

4.2
The LLM Agents were implemented from two sub-modules:

Implementation of LLM Agents

Press and hold button to start recording

(c) Interaction GUI (d) Evaluation Results

Fig. 4: Different implementations on CAVE (a) and PC (b).
The user interface of the prototype system used in the
experiment, including the graphical user interface (GUI) for
user interaction and the evaluation results.

4.2.1 Role-Playing

The Role-playing module includes the role, game rules,
personality and objectives (shown in pink block of Fig. 3).

We first define the agent’s role in the prompts (see
Appendix B.2) to help them understand the character and
the current context. Next, we define the game rules to ensure
the agent understands the game background. Then, we
introduce personality prompts to induce the agent’s specific
personality. Afterward, we outline the agent’s objectives to
specify their tasks. Finally, we provide explicit instructions
on how the agent should act to achieve these objectives.
These submodules enable the LLM agents to exhibit be-
havior consistent with their assigned personality, effectively
guiding the LLM into its game role.

4.2.2 Cognition

To better support the role-playing abilities, our LLM agents
should also possess human-like thinking capabilities. There-
fore, we implemented a cognition module for the agent,
which includes Memory, Reflection, Reasoning, and Plan-
ning (as shown in the pink block of Fig. 3).

The Memory module stores key game-related informa-
tion (e.g., the current score and summaries of each round’s
dialogue) to prevent the agent from forgetting important
details during long-term gameplay. The Reflection module
generates reflections for the agent after each round using
prompts, enabling the agent to summarize and reflect on
its actions, and to consider how to optimize strategies.
The Reasoning module optimizes decision-making by fully
considering context, allowing the agent to make more ap-
propriate choices. Finally, the Planning module integrates
information from the previous three modules to make both
short-term and long-term decisions.

To ensure the LLM agents perform effectively in the
game, they need not only strong natural language under-
standing and generation skills, but also advanced abilities
such as decoding others” intentions and applying ToM.
Therefore, we integrate both CoT and ToM into the Cog-
nition module. Specific prompts and the case of cognitive
architecture are provided in Appendices B.3, B.4, B.5 and E.
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through interactions with multiple personality-induced agents.

4.3

The perception module acts as the agent’s sensory system.
In our implementation, we developed a hierarchical per-
ception strategy that captures both foundational and high-
level information from user interactions (as shown in the
blue block of Fig. 3). The foundational information includes
Text/Dialogue and Behavior, while the high-level informa-
tion encompasses Fine-grained Personality Traits and Emo-
tions. The foundational information provides enough game
context for interaction, while the high-level information rep-
resents deeper analytical insights related to personality. To
ensure fairness, we only provide agents with foundational
information as context during the game. The high-level
information is used exclusively for personality assessment.

For high-level information extraction, we employ struc-
tured LLM-based approaches with role-specific prompts.
The emotion extraction process configures the LLM as an
emotion analysis expert to classify each user utterance into
one of six predefined categories (Happy, Sad, Neutral, An-
gry, Excited, Frustrated). The fine-grained personality traits
extraction utilizes an LLM configured as a Big Five personal-
ity expert to analyze users’ language patterns and decisions
within each round, identifying subtle behavioral patterns
through a structured format including observed behaviors,
inferred traits, and supporting reasoning. The prompts for
both processes are detailed in Appendices B.6 and B.7. This
multi-type approach addresses LLMs’ limitations in main-
taining attention to detailed information during extended
interactions, ensuring that subtle personality indicators are
preserved for comprehensive assessment.

Implementation of Multi-type Game Perception

4.4

Our assessment method is based on interaction data from
agents with different personalities. Based on this data, we
designed two main approaches for personality assessment:
Direct Assessment (DA) and Questionnaire-based Assess-
ment (QA) (shown in the green block of Fig. 3 and Fig. 5).

Implementation of Personality Assessment

4.4.1 Direct Assessment

DA directly evaluates the collected multi-type textual data
by inputting it into the LLMs. We used a neutral LLM as
the evaluator to minimize any bias that might arise from
personality prompts. DA generates assessment results by

constraining responses with a fixed template. The prompt is
detailed in Appendix C.1.

4.4.2 Questionnaire-based Assessment

QA converts traditional questionnaires into peer evalua-
tion forms (purple block in Fig. 5), expecting to enhance
the objectivity of the assessment. The LLM evaluates each
question based on interaction history, providing reasons for
its answers. The scores for each dimension of the Big Five
Personality are then calculated according to the scoring rules
of the BFI-44. The prompt is detailed in Appendix C.2.

We proposed two assessment methods to balance the
trade-offs between free-form contextual analysis and struc-
tured questionnaire-based evaluation, as different person-
ality dimensions may be better captured through different
assessment approaches. Both DA and QA integrate expert
psychological knowledge, CoT, and structured prompts into
the LLMs to enhance the accuracy of the assessment. Ex-
pert psychological knowledge enables the LLM to under-
stand the characteristics that influence the scoring of each
personality dimension, while CoT and structured prompts
improve the LLM’s reasoning performance. These two as-
sessment methods provide detailed and interpretable anal-
yses through Fixed Response Templates and Transformed
Questions. They not only provide assessment scores and
rationale, but also increase the transparency of the results.

5 USER STUDY

To validate the effectiveness of the proposed Multi-PR GPA
framework, we conducted a user study. Our user study
mainly consists of three parts: (1) User experience survey,
aimed at investigating user experience in interactive gamifi-
cation methods; (2) Comparison experiment, aimed at exam-
ining the impact of multiplicity on personality assessment;
(3) Ablation study, aimed at examining the impact of multi-
type textual data on personality assessment.

5.1

We first conducted a power analysis to determine the
required sample size using G*Power [61]. With an effect
size d, = 0.5 (indicating a medium effect), significance
threshold a = 0.05, and statistical power 1 — 8 = 0.8,
the results indicated a total sample size of 27 was needed

Participants
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for the two conditions. We recruited 42 participants (21
males, 21 females; M = 22.07, SD = 2.32 years) from
a local university. Post-hoc power analysis using G*Power
revealed an achieved statistical power of 1 — 5 = 0.938.
Individuals who had consumed alcohol, experienced severe
fatigue, taken medication, or been ill immediately before
the experiment were excluded. This study adhered to the
Declaration of Helsinki and was approved by the Human
Research Ethics Committee. All participants gave written
informed consent after being told about the general pro-
cedures. To avoid bias, this study employed a post-study
disclosure design. Participants were blinded to the specific
purpose (assessing personality traits) during the experiment
and were debriefed after the experiment. During debriefing,
participants were fully informed, compensated $10, and
given the option to confirm or withdraw data usage consent.
All ultimately agreed to the use of their data for research.

5.2 Study Design

Our experimental design comprises three parts:

(1) User Experience Assessment: Post-experiment col-
lection of self-report measures related to user experience to
validate the naturalness of interactions.

(2) Comparison Experiment: Three-dimensional com-
parison examining: (1) single-agent vs. multi-agent effec-
tiveness — where we compare assessment performance
between single-agent interaction conditions (users interact-
ing with one agent exhibiting a distinct personality trait from
O/C/E/A/N) versus the multi-agent interaction condition
(users interacting with all five agents, with assessment conducted
by aggregating interactions across all agents); (2) performance
across different LLM models; and (3) Direct Assessment vs.
Questionnaire-based Assessment methods.

(3) Ablation Study: Systematic removal of data compo-
nents (emotion, fine-grained personality traits) to validate
the contribution of multi-type textual data.

5.3 Task and Procedure

We conducted the experiment using the implemented pro-
totype system described in Section 4. To ensure manage-
able study duration and prevent participant fatigue, we set
the number of interaction rounds with each agent to six
based on small-scale user testing in the development phase,
where interactions lasted around ten minutes, keeping users
engaged without boredom. As illustrated in Fig. 6, the
experimental procedure consisted of three main phases:
Before Game Phase: Participants first completed the
BFI-44 questionnaire (detailed in Section 5.4), then engaged
in a practice session to familiarize themselves with the

system operation. They were subsequently instructed to
carefully read the storyline and game rules.

During Game Phase: Participants interacted with five
LLM agents, each exhibiting the highest scores on one
dimension of the Big Five personality traits: Openness (O),
Conscientiousness (C), Extraversion (E), Agreeableness (A),
and Neuroticism (N). The interaction sequence was ran-
domized across participants to control for order effects.
Each interaction with an agent consists of six rounds, with
each round comprising two phases:

o Dialogue Phase: Participants could communicate
freely with the agent via voice or text.

e Decision Phase: Both parties independently chose
“cooperate” or “defect.”

The duration of each game round is under the user’s con-
trol. Participants could engage in multiple conversational
turns per round and could terminate the dialogue phase at
their discretion before proceeding to the decision phase.

After Game Phase: Participants completed post-test
questionnaires measuring flow experience, personal in-
volvement, and social presence (detailed in Section 5.4).

5.4 Measurement

The flow experience is a highly enjoyable mental state in
which the individual is fully immersed and engaged in the
activities [62]. It was assessed with the Flow Short-Scale [63],
which consists of 10 items (e.g., "My thoughts run fluidly
and smoothly”). Participants rated these items on a 7-point
Likert scale (1 = strongly disagree, 7 = strongly agree). This
scale has been widely adopted in previous studies [64] and
proven to be a reliable tool for evaluating flow in virtual
environments. In the current study, The scale showed good
reliability in this study (o = 0.792).

Personal Involvement is operationalized as importance,
indicating the perception of situational and/or intrinsic self-
relevance to somebody or something [65]. It was measured
with a five-item scale (e.g., “important/unimportant”) by
scoring on a seven-point Likert scale. The scale assesses the
importance and relevance of the activity for the participants.
It has been widely used in previous studies [66] and showed
good reliability in this study (o = 0.705).

Social presence is a crucial user experience when in-
teracting with a virtual person [67]. It was assessed with a
five-item scale (e.g., "I perceive that I am in the presence
of another person”) by scoring on a 7-point Likert scale.
This scale reliably evaluates social presence [68] and demon-
strated strong reliability in this study (o = 0.829).
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The Big Five personality traits of the participants were
measured with the Chinese version of the BFI-44 [32]. This
inventory is based on the Big Five Factor Model. Each item
is rated on a five-point Likert scale (1 = strongly disagree,
5 = strongly agree), with good reliability and validity. The
inventory has been widely used in personality research and
has been validated in Chinese samples [69].

Error Against Ground Truth. We evaluate prediction
accuracy using Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE). For statistical significance testing be-
tween conditions, we performed paired t-tests on individual
participant-level Absolute Errors (AE). When n = 1:

AE = MAE = RMSE = |y; — ] )

where y; denotes the ground truth personality score from
the BFI-44 questionnaire for participant 4, and §J; represents
the corresponding predicted score.

5.5 Analysis Methods

We conducted an experimental analysis to evaluate the ef-
fectiveness of the Multi-PR GPA, specifically validating two
core design factors: Interactivity (whether gamified interac-
tion creates natural assessment conditions) and Multiplicity
(whether multi-context interaction improves accuracy).

Interactivity: To verify that our gamified approach cre-
ates natural interaction conditions, we measured three di-
mensions of user experience: flow experience, personal in-
volvement, and social presence. High scores in these metrics
would indicate that users were naturally engaged rather
than consciously performing for assessment.

Multiplicity: To demonstrate the importance of multi-
plicity, we compared assessment accuracy between two con-
ditions: single-agent interaction (O/C/E/A/N) and multi-
agent interaction (ALL). We calculated MAE and RMSE for
each condition and performed t-tests on Absolute Error
(AE) after confirming data normality with Shapiro-Wilk
tests. Lower errors in the ALL condition would validate
that observing users across multiple personality contexts
improves assessment accuracy.

Framework Robustness: Beyond validating core factors,
we tested whether our framework remains effective under
different conditions. We compared two assessment methods
(Direct Assessment vs. Questionnaire-based Assessment)
and two LLM models (gpt—4o0 vs. gpt—4o-mini) to ensure
our approach is not dependent on specific implementations.
Additionally, we conducted an ablation study, removing
data components (Emotion, Fine-grained Personality Traits)
to understand their individual contributions to assessment.

6 RESULTS
6.1 Results on User Experience

Through these assessment metrics, the results show that
our method ensures a high level of engagement for users
interacting with agents. This is particularly reflected in
the flow scores, with a mean of 5.67 (SD = 0.72), which
falls between ”Slightly Agree” and ”Agree,” indicating a
relatively high level of flow during the interaction. The
social presence assessment resulted in a mean score of 4.23
(SD = 1.34), which falls between “Neutral” and ”Slightly
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Agree,” suggesting that users perceive a moderate sense of
interacting with a real person. For personal involvement,
the mean score was 4.15 (SD = 1.19), which falls between
“Neutral” and ”Slightly Agree,” reflecting cognitive and
emotional engagement with the agent. These results not
only demonstrate the fluency of the interaction, but also
support the validity of the user data collected in this study.

6.2 Results of Comparison Experiment

Tables 1 and Table C in Appendix H present the personality
assessment performance under different conditions: Inter-
acting with a single Agent (O/C/E/A/N) and Interacting
with multiple Agents (All). We implemented Direct Assess-
ment and Questionnaire-based Assessment using gpt-4o
and gpt-4o-mini. The main findings are:

(1) Evaluations under the Interacting with multiple
Agents (All) condition generally performed better. The
multi-agent (ALL) condition achieved lower error rates than
single-agent conditions in most cases, with this advantage
being statistically significant in multiple scenarios (Table C,
shaded cells). For instance, in the Agreeableness dimen-
sion using gpt-4o-mini-QA, the multi-agent approach
significantly outperformed all single-agent conditions. This
finding suggests that personality assessments conducted
across multiple contexts can more comprehensively capture
users’ external personality traits. However, in some cases,
despite achieving lower errors, the differences did not reach
statistical significance (Table C, shaded cells marked n.s.),
indicating varying degrees of improvement. Moreover, cer-
tain single-agent conditions actually outperformed multi-
agent conditions (Table C, unshaded cells). For example,
when assessing Openness using gpt-4o-mini, the assess-
ment using the interactions with the Agreeableness agent
achieved the best performance. This mixed pattern suggests
that while multi-context assessment offers advantages, per-
sonality trait-context matching may need to be considered.

We further discuss these issues in Section 7.2.
(2) Direct Assessment and Questionnaire-based As-

sessment each have their strengths across different per-
sonality dimensions. For instance, Direct Assessment per-
forms better in the Extraversion, while Questionnaire-based
Assessment achieves lower errors in the Openness, Consci-
entiousness, Agreeableness, and Neuroticism. This indicates
that different assessment methods have varying applica-
bility in capturing specific personality traits, and the most
appropriate assessment strategy should be chosen based on
the specific task. We further discuss this in Section 7.3.2.

(3) The performance of gpt—-4o-mini is generally
better than gpt-4o. This is an unexpected result given
that gpt —40 has stronger reasoning capabilities. We believe
this may be due to over-reasoning by gpt-4o in certain
contexts. We discussed this in detail in Section 7.4.1.

We also compared our method with existing personality
assessment methods and examined gender differences. The
experimental results are presented in Appendices F and G.

6.3 Results of Ablation Study

To further investigate the importance and effectiveness of
different types of information in personality assessment, we
conducted an ablation study using gpt-4o-mini for Direct
Assessment (Table 2). Our main observations are as follows:
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gpt—-4o-mini-DA  gpt-4o-mini-QA gpt-40-DA gpt-40-QA
Trait Condition RMSE MAE RMSE MAE RMSE MAE RMSE MAE
(@) 0.956 0.764 0.933 0.712 1.295 1.031 0.971 0.757
C 1.028 0.836 1.029 0.802 1.289 1.102 1.074 0.869
Openness E 0.969 0.760 0.874 0.688 1.217 1.040 0.967 0.819
A 0.793 0.664 0.734 0.569 1.069 0.845 0.870 0.688
N 0.993 0.783 0.895 0.664 1.295 1.050 0.940 0.721
All 0.916 0.736 0.752 0.610 0.988 0.755 0.826 0.626
o 1.188 1.026 1.305 1.127 1.366 1.169 1.202 1.005
C 1.134 0.958 1.274 1.085 1.146 0.955 1.106 0.910
Conscientiousness E 1.141 0.915 1.292 1.111 1.238 1.042 1.262 1.050
A 1.244 1.029 1.281 1.087 1.058 0.865 1.149 0.926
N 1.046 0.868 1.130 0.960 1.207 1.008 1.191 1.019
All 1.012 0.817 0.931 0.751 1.401 1.206 1.158 0.989
O 1.009 0.801 1.338 1.095 1.009 0.807 1.137 0.887
C 1.038 0.801 1.185 0.994 1.305 1.039 1.099 0.857
Extraversion E 1.188 0.961 1.328 1.107 1.298 1.068 1.330 1.048
A 1.072 0.842 1.272 1.104 1.263 1.027 1.333 1.140
N 1.035 0.795 1.256 1.086 1.464 1.193 1.276 1.107
All 0.893 0.717 1.098 0.905 1.167 0.932 1.237 1.015
o 1.167 1.011 1.070 0.905 1.170 0.955 0.911 0.762
C 1.100 0.929 0.945 0.788 1.106 0.937 0.849 0.685
Agreeableness E 1.099 0.926 0.975 0.839 1.022 0.841 0.851 0.735
A 1.078 0.939 0.961 0.815 1.047 0.899 0.926 0.791
N 1.203 1.003 0.965 0.735 1.340 1.090 0.913 0.741
All 0.991 0.812 0.681 0.540 1.046 0.892 0.754 0.598
O 1.169 1.000 0.960 0.765 1.344 1.089 1.226 1.036
C 1.090 0.899 1.147 0.914 1.347 1.089 1.314 1.095
Neuroticism E 0.882 0.708 0.938 0.759 1.234 1.000 1.214 1.015
A 1.130 0.976 1.212 0.964 1.428 1.226 1.373 1.167
N 1.054 0.887 0.911 0.723 1.199 0.970 1.272 1.101
All 0.975 0.798 1.015 0.813 1.020 0.833 0.865 0.637

TABLE 1: Comparison of experimental results across different models for each of the Big Five Personality Traits. The
Traits column represents the Big Five dimensions. The Condition column, labeled O, C, E, A, and N, refers to the results of
measurements based on Interacting with a single Agent (O/C/E/A/N). The All column represents the measurement results
in Interacting with multiple Agents (All) condition. DA and QA represent Direct Assessment and Questionnaire-based
Assessment, respectively. RMSE and MAE are used to indicate the error between model predictions and questionnaire
measurements. Within the same Trait, shaded cells highlight the condition with the best performance, while bolded
values represent the model with the best performance under the same Trait and Condition.

(1) Under the Interacting with multiple Agents (All)
condition, removing nearly any type of text led to an
increase in the error of personality assessment, indicat-
ing that the Emotion and fine-grained Personality traits
information has a significant positive impact on overall
personality assessment.

(2) In certain cases, adding certain types of textual data
actually led to an increase in error. For example, in the
Neuroticism dimension, the addition of the Emotion data
resulted in an increase in personality assessment error when
interacting with a single-personality agent. This could be
due to the current LLM’s limitations in accurately classify-
ing the emotional states of certain sentences, leading to some
mislabeling of emotional tags. Nevertheless, the emotional
tags assigned by the LLM generally correctly reflect the
expressed emotions, as supported by the performance in
the other four dimensions. Another possible reason is that
the fine-grained Personality traits data already includes
some emotional features (this is discussed in detail in the
discussion section, see Section 7.4.2).

(3) After removing the Personality traits data (P), errors
increased in most cases, indicating that the fine-grained
Personality traits data can indeed enhance the accuracy
of assessing certain personality traits. However, in the

Agreeableness dimension, the error actually decreased, sug-
gesting that in specific contexts, the Personality traits data
may introduce additional information or complexity that is
not fully relevant to the Agreeableness dimension, leading
to higher assessment errors. Notably, under the Interacting
with multiple Agents (All) condition, the removal of the Per-
sonality traits data led to an increase in error, indicating that
when considering all personality traits comprehensively,
the Personality traits data remains crucial for providing
consistent and holistic assessments.

Overall, the Text (dialogue) and Behavior data provide
foundational information, while the addition of fine-grained
Personality traits and Emotion data enhances assessment
accuracy. The combination of all types of textual data
(T+B+P+E) yields the best performance across most person-
ality dimensions, demonstrating that integrating multiple
types of textual information can offer the most comprehen-
sive and accurate personality trait assessments. This further
underscores the necessity and effectiveness of integrating
multiple information sources in personality assessment.

7 DISCUSSION

In this section, we discuss key findings and highlight some
potential future directions for personality assessment.
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T+B T+B+P T+B+P+E
Trait Condition RMSE MAE RMSE MAE RMSE MAE
(@] 1.021 0.845 0.954 0.764 0.956 0.764
C 1.071 0.898 1.053 0.874 1.028 0.836
Openness E 0.903 0.731 0.998 0.798 0.969 0.760
A 0.873 0.674 0.842 0.679 0.793 0.664
N 0.991 0.769 1.058 0.836 0.993 0.783
All 1.044 0.845 0.995 0.812 0.916 0.736
o 1.389 1.159 1.266 1.063 1.188 1.026
C 1.216 1.019 1.242 1.050 1.134 0.958
Conscientiousness E 1.355 1.122 1.264 1.000 1.141 0.915
A 1.317 1.090 1.117 0.931 1.244 1.029
N 1.187 0.992 1.154 0.968 1.046 0.868
All 1.450 1.230 1.105 0.915 1.012 0.817
(@) 1.029 0.848 0.783 0.622 1.009 0.801
C 1.126 0.932 1.038 0.818 1.038 0.801
Extraversion E 1.058 0.860 1.094 0.884 1.188 0.961
A 0.918 0.788 1.077 0.807 1.072 0.842
N 1.069 0.836 1.063 0.872 1.035 0.795
All 1.069 0.842 0.927 0.810 0.893 0.717
o 1.131 0.987 1.155 1.016 1.167 1.011
C 1.084 0.894 1.101 0.947 1.100 0.929
Agreeableness E 1.119 0.966 1.164 1.026 1.099 0.926
A 1.018 0.865 1.061 0.939 1.078 0.939
N 1.211 0.958 1.255 1.040 1.203 1.003
All 1.003 0.862 0.948 0.759 0.991 0.812
(@] 1.184 1.006 1.231 1.054 1.169 1.000
C 1.117 0.958 1.054 0.857 1.090 0.899
Neuroficism E 1.174 1.012 1.020 0.845 0.882 0.708
A 1.207 1.030 1.159 1.018 1.130 0.976
N 1.025 0.863 1.025 0.863 1.054 0.887
All 1.269 1.054 1.071 0.923 0.975 0.798
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TABLE 2: Ablation Study results across different types textual data for each of the Big Five Personality Traits. The Traits
column represents the Big Five dimensions. The Condition column, labeled O, C, E, A, and N, refers to the results of
measurements based on Interacting with a single Agent (O/C/E/A/N). The All column represents the measurement
results in Interacting with multiple Agents (All) condition. T represents Text (dialogue), B represents Behavior, P represents
fine-grained Personality traits, and E represents Emotion. RMSE and MAE are used to indicate the error between model
predictions and questionnaire measurements. Within the same Trait, shaded cells highlight the condition with the best
performance, while bolded values represent the model with the best performance under the same Trait and Condition.

7.1 Framework Feasibility

Personality assessment requires capturing multi-faceted
representations across multiple contexts. Traditional single-
context approaches fail to consider the multiplicity and
context-dependency of personality expression. Guided by
Media Equation Theory [22], we propose that Agents with
distinct personalities can create the situational diversity for
comprehensive assessment.

In Section 3, we present the Multi-PR GPA frame-
work, designed around two core principles: multiplicity
(capturing personality variations across different interac-
tive contexts) and interactivity (enabling natural personality
expression through engaging gameplay). To evaluate this
framework’s feasibility, we implemented a prototype system
based on the Big Five personality model and conducted
comprehensive validation experiments.

These experiments focus on three key aspects: multiplic-
ity, interactivity, and robustness. For multiplicity, compari-
son and ablation experiments demonstrated that our multi-
situation approach generally achieves better performance
compared to single-situation approaches. These findings
support the importance of considering multiple personality
facets. For interactivity, we measured user experience in the

interaction process, where users reported high user experi-
ence. These results support the significance of interactive as-
sessment. Finally, regarding robustness, the multi-situation
approach demonstrated certain advantages across differ-
ent configurations (gpt-40-mini-DA, gpt-4o0-mini-QAa,
gpt-40-DA and gpt-40-Qa). This consistency indicates
the generalizability of multi-personality representation.

7.2 Personality Assessment Requires Considering
Both Context-Dependency and Trait-Context Matching

The key question driving our study is: Does multi-situation
observation provide more accurate personality assessment than
single-situation observation? To address this, we created mul-
tiple observation situations by having users interact with
multiple agents that embody different personalities, allow-
ing these agents to elicit varied behavioral responses and
provide rich data for personality assessment.

Our experimental results reveal a complex but insight-
ful pattern. On the one hand, in our comparison ex-
periments, the multi-situation approach significantly out-
performed single-situation methods on most assessment
dimensions. This validates our core hypothesis: by inte-
grating personality representations (behavioral expressions)
across multiple situations, the Multi-PR-GPA captures users’
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personality traits more comprehensively. It identifies both
cross-situation consistency and situation-specific variations,
thereby constructing more accurate user profiles.

On the other hand, certain single-situation assessments
excelled in specific dimensions. For example, when using
gpt-4o-mini to assess Openness, interaction with the
Agreeableness agent achieved the best performance. The
mixed statistical significance results in Table C further sup-
port this pattern: the optimal strategy for personality assess-
ment isn’t simply “more is better,” but rather identifying
trait-relevant situations for each trait dimension.

These empirical findings align with established per-
sonality theory. Personality and situation/context together
shape human behavior [5]. While personality traits re-
main stable across situations, behavioral expressions show
situation-specificity, with people naturally displaying dif-
ferent aspects of their personality in different situations.
This view is widely supported by research including the
Cognitive-Affective Personality System (CAPS) theory [23],
which suggests that accurate personality assessment needs
to consider contextual factors and use multiple observation
windows to triangulate users’ stable personality traits.

The superior performance of specific single-situation
assessments in certain dimensions reveals an important
theoretical insight: different personality dimensions may
have their optimal observation situations. According to
Trait Activation Theory [70], certain situations can more
effectively activate and reveal specific personality traits. The
Agreeableness agent may create a supportive, low-threat
interaction environment where users’ Openness traits (such
as curiosity and creative thinking) can be expressed more
naturally and fully, thus providing higher-quality behav-
ioral signals for assessing this dimension.

These findings point toward a more refined personality
assessment framework: future research should not pursue
a single ”best” situation or simple multi-situation averag-
ing, but should develop smarter multi-situation integration
strategies. Specifically, this includes: (1) identifying trait-
relevant situation combinations for each personality dimen-
sion; (2) weighting information from different situations
based on trait-situation matching; (3) developing adaptive
assessment processes that dynamically adjust subsequent
situation selection based on initial assessment results, ensur-
ing comprehensive assessment while improving efficiency.

7.3 Comparison of Personality Assessment Methods
7.3.1 Interactive Assessment vs Traditional Questionnaires

Traditional personality questionnaires provide structured
measurement tools that are cost-effective and easy to ad-
minister on a large scale. However, they face inherent limi-
tations. Self-report measures may be influenced by social de-
sirability bias, where participants present an idealized self-
image [9]. Furthermore, questionnaires capture static self-
perceptions rather than actual behavioral patterns, poten-
tially missing the dynamic nature of personality expression.

Our interactive assessment method aims to address these
limitations. Compared to static traditional questionnaire,
we create a natural interaction environment for personality
assessment, which is supported by our user experience
results. In natural interaction environment, participants ex-
hibit more authentic personality representations. This aligns
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with research showing that naturalistic observation captures
behavior as it naturally occurs, providing greater ecological
validity [71]. Such naturalistic contexts can reduce partic-
ipants’ defensive mentality in their expressions. Authentic
personality representations can reduce the social desirability
bias and self-enhancement tendencies commonly found in
standardized questionnaires. Additionally, natural interac-
tion can capture the dynamic processes of personality ex-
pression, such as emotion regulation and decision-making.
These process data help us understand the dynamic nature
of personality rather than obtaining static self-report results.

However, interactive methods also face challenges. In-
teractive assessment requires more time and computing
resources, limiting its use with large groups compared to
simple questionnaire distribution. The choice between these
two assessment approaches requires careful consideration
based on the specific purpose. For contexts that require deep
understanding of personality patterns and how situations
affect behavior, the additional investment may be justified.
Conversely, for large-scale screening or situations where ef-
ficiency is most important, traditional questionnaires remain
more practical despite their limitations.

7.3.2 Direct vs Questionnaire-based Assessment

We propose two modes of personality assessment, Direct
Assessment and Questionnaire-based Assessment. Direct
Assessment represents an observational approach that in-
fers personality from natural behavioral patterns, while
Questionnaire-based Assessment maintains the systematic
structure of traditional methods within interactive contexts
(i.e., conducting other-assessment questionnaires for partic-
ipants based on observational results).

In the interacting with multiple Agents condition,
Questionnaire-based Assessment outperforms Direct As-
sessment in evaluating Openness, Conscientiousness,
Agreeableness, and Neuroticism, whereas Direct Assess-
ment shows better results for Extraversion. This may be
because Extraversion is more easily expressed through overt
behaviors, such as active participation and social interac-
tion. In contrast, Questionnaire-based Assessment offers a
more systematic approach that allows the LLM to more com-
prehensively reflect on the internal traits, thus mitigating
potential biases introduced by pre-trained data.

Although Questionnaire-based Assessment achieves bet-
ter performance across more dimensions, its computational
cost cannot be ignored. Specifically, Direct Assessment
requires only a single context input to the LLM, while
Questionnaire-based Assessment necessitates 44 separate
context inputs (corresponding to the 44 items in the BFI-
44 questionnaire), resulting in a 44-fold increase in com-
putational cost. This substantial cost difference presents
a practical trade-off that researchers must consider when
designing personality assessment systems. Questionnaire-
based Assessment’s computational overhead may limit its
applicability in resource-constrained environments.

Given these considerations, future research could ex-
plore how to further optimize the integration of these assess-
ment methods to maximize their complementary strengths.
For instance, a two-stage assessment could first use Di-
rect Assessment for initial screening, followed by targeted
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Questionnaire-based evaluation for specific traits where
higher accuracy is critical.

7.4 Implications from LLM Performance in Personality
Assessment Task

7.4.1 Designing prompts for personality assessment re-
quires considering how to prevent over-reasoning by LLMs.

We conducted a comparative analysis between gpt-4o
and gpt-4o-mini, and to our surprise, gpt-4o-mini
generally outperformed gpt-4o in most scenarios. We hy-
pothesize that this may be due to “over-reasoning” by
gpt-40, where the model attempts to overcomplicate un-
familiar tasks, resulting in suboptimal performance [72]. In
contrast, gpt-4o-mini may have avoided this pitfall by
not overcomplicating the reasoning process, thus achieving
better performance. Therefore, for future LLM-based per-
sonality assessment methods, researchers should consider
incorporating modules that suppress over-reasoning when
designing prompts. Specifically, this can be achieved by
explicitly instructing the model not to “over-reason” in
the prompts, or through in-context learning approaches
by including exemplary assessment cases that align with
expected outcomes in the prompts.

7.4.2 Integrating data from more modalities has the poten-
tial to achieve more accurate personality assessment.

In our ablation study, we observed that the addition of the
emotion data slightly increased the error rate in a few cases.
We believe this could be attributed to two main factors:
First, although we assigned emotion labels to sentences by
considering game rules and context, current LLMs have
certain limitations in accurately assigning these labels. For
example, the model may struggle to correctly identify com-
plex or mixed emotions. Second, the personality traits data
might already include some emotional information, leading
to redundancy or even conflict when the LLM incorrectly
predicts the emotions. In our work, we only considered tex-
tual modality data. However, features like vocal intonation
in speech as well as facial expression in video data are also
important for personality assessment and can help us better
understand humans. Future personality assessment should
fully consider these multi-modal data, thereby enhancing
the effectiveness of personality assessment.

7.5 Limitations and Future Directions

We have mentioned some limitations and future work in
the above discussion. Here we summarize and supplement
these considerations.

(1) Balancing context-dependency with trait-context
matching. Currently, by interacting with multiple agents
exhibiting different personalities, we can induce the user’s
personality presentation across different dimensions. How-
ever, as discussed in Section 7.2, trait-context matching
also matters. Future work should explore adaptive agent
selection approaches that combine the comprehensive ad-
vantages of multi-situation assessment with the precision
of personality-matched interactions. We should also design
more diverse and targeted game scenarios. For example,
puzzle games or exploratory tasks could be used to better
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measure openness and creativity, thereby enhancing the
induction of multi-dimensional personality presentation.

(2) Exploring the applicability of our Multi-PR GPA
framework in other tasks. The multi-agent interaction
paradigm could evaluate context-dependent psychological
constructs that manifest differently across social situations.
As an exploratory study, we have focused on evaluating
personality. In the future, it can be expanded to include
assessments like emotional intelligence, social skills, and
team collaboration styles. For instance, team collaboration
styles could benefit from diverse collaborative scenarios
with agents exhibiting different team dynamics.

(3) Expanding data modalities. Our current personality
assessments are based on multi-type textual data. While
these data provide rich information, they are still limited.
Recent advancements in LLM technology have enabled
the processing of additional modalities, such as images.
However, our current framework has not yet incorporated
other modalities like speech and video. Future work should
consider the fusion of multi-modal data to enhance the com-
prehensiveness and accuracy of personality assessments.

8 CONCLUSION

In this paper, we introduce the Multi-PR GPA, a novel
framework for assessing personality in game environments.
This framework assesses personality by mining multi-
personality representations from users’ interactions with
LLM agents embodying different personalities, and pro-
vides evidence-based assessment results. We implemented
a prototype system based on Multi-PR GPA and the Big
Five personality model, and conducted a user study to
evaluate the effectiveness of Multi-PR GPA. The results
show that our multi-situation approach achieves better
assessment performance compared to single-situation ap-
proaches. Additionally, we analyzed user experience during
the experiment. The results support the idea that natural
interaction is important for personality assessment, and we
identified areas for improvement. With the key insights and
implications derived from our study, we hope this work
can serve as an exploratory step toward better interactive
personality assessment systems, and ultimately contribute
to more accessible mental health screening and support.
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